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Deep-learning-based prediction of late age-related
macular degeneration progression

Qi Yan©@'72< Daniel E. Weeks ©23, Hongyi Xin', Anand Swaroop©4, Emily Y. Chew’, Heng Huang®,
Ying Ding ©37™ and Wei Chen® 12375

Both genetic and environmental factors influence the etiology of age-related macular degeneration (AMD), a leading cause «
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Multimodal fusion with deep neural networks for
leveraging CT imaging and electronic health record:
a case-study in pulmonary embolism detection

Shih-Cheng Huang &3, Anuj Pareek, Roham Zamanian, Imon Banerjee & Matthew P. Lungren
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Predicting major bleeding in Cancer+VTE patients treated with oral anticoagulants

1. Data collection and processing 2. Model training and internal validation 3. External validation

Cohort of 2,218 patients from a prospective
cancer + thrombosis registry (TESEO) from the
Spanish Society for Medical Oncology (SEOM)?!

1 Mufioz AJ, et al. Clin Transl Oncol. 2020 Aug;22(8):1423-1424.
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Reading Race: Al Recognises Patient’'s Racial Identity In Medical Images

Imon Banerjee, Ananth Reddy Bhimireddy, John L. Burns, Leo Anthony Celi, Li-Ching Chen, Ramon Correa, Natalie Dullerud, Marzyeh Ghassemi, Shih-Cheng Huang, Po-
Chih Kuo, Matthew P Lungren, Lyle Palmer, Brandon J Price, Saptarshi Purkayastha, Ayis Pyrros, Luke Oakden-Rayner, Chima Okechukwu, Laleh Seyyed-Kalantari, Hari
Trivedi, Ryan Wang, Zachary Zaiman, Haoran Zhang, Judy W Gichoya

Background: In medical imaging, prior studies have demonstrated disparate Al performance by race, yet there is no known correlation for race on medical imaging that would be obvious to the
human expert interpreting the images.

Methods: Using private and public datasets we evaluate: A) performance quantification of deep learning models to detect race from medical images, including the ability of these models to
generalize to external environments and across multiple imaging modalities, B) assessment of possible confounding anatomic and phenotype population features, such as disease distribution and
body habitus as predictors of race, and C) investigation into the underlying mechanism by which Al models can recognize race.

Findings: Standard deep learning models can be trained to predict race from medical images with high performance across multiple imaging modalities. Our findings hold under external validation
conditions, as well as when models are optimized to perform clinically motivated tasks. We demonstrate this detection is not due to trivial proxies or imaging-related surrogate covariates for race,
such as underlying disease distribution. Finally, we show that performance persists over all anatomical regions and frequency spectrum of the images suggesting that mitigation efforts will be
challenging and demand further study.

Interpretation: We emphasize that model ability to predict self-reported race is itself not the issue of importance. However, our findings that Al can trivially predict self-reported race -- even from
corrupted, cropped, and noised medical images -- in a setting where clinical experts cannot, creates an enormous risk for all model deployments in medical imaging: if an Al model secretly used its
knowledge of self-reported race to misclassify all Black patients, radiologists would not be able to tell using the same data the model has access to.
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"Computers are useless.
They can only give you answers."
-Pablo Picasso

= ‘ V.




>} 1Thmedrano@savanamed.com

131 Ignacio Hernandez Medrano

E-mails semanales (muy breves) sobre IA e investigacidon medica en savanamed.com



